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Avant de commencer, il est important de clarifier trois concepts clés que vous entendrez à plusieurs reprises au cours de cette présentation : la détection d’objets, la segmentation sémantique et la segmentation d’instances. Tout d’abord, la détection d’objets (Object Detection) consiste à localiser chaque objet dans une image à l’aide de boîtes englobantes cependant Ne précise pas la forme exacte de l’objet, juste sa position. quant à la Semantic Segmentation elle permet d'obtenir Une carte de segmentation où chaque pixel a une classe, mais Ne différencie pas les instances. Deux cellules collées apparaîtront comme une seule masse de pixels "cellule". Enfin, la segmentation d’instances combine les deux approches précédentes. Elle permet de segmenter chaque objet individuellement, pixel par pixel, en fournissant à la fois sa position précise et sa forme exacte, tout en le différenciant des autres objets même s’ils appartiennent à la même classe.
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Pour mieux comprendre le fonctionnement d’un réseau de neurones, prenons l’exemple du cerveau humain, et plus précisément du cortex visuel. Lorsqu’une image est captée par la rétine, les signaux sont transmis au cerveau via le nerf optique. Le traitement débute au niveau du cortex visuel primaire, qui détecte des caractéristiques simples comme les bords, lignes, orientations et contrastes. Ensuite, V2 et V4 extraient des formes plus complexes, des couleurs et des contours fermés. Enfin, IT (cortex inféro-temporal) reconnaît des objets entiers, des visages ou des scènes. Ainsi, ce qui est important de retenir c’est que plus on progresse dans le cortex, plus les informations deviennent abstraites et structurées.

Slide 6

En parallèle, un réseau de neurones est formé de plusieurs couches, et dans chaque couche, il y a ce qu’on appelle des nœuds ou neurones. Un réseau de neurones repose majoritairement sur des opérations de convolution. Dans chaque neurone, un filtre est responsable d’extraire une information particulière de l’image. Comme vous pouvez le voir, lorsque l’information arrive au niveau d’un nœud dans une couche, le filtre balaie l’image. Chaque nœud possède un filtre qui extrait une information bien précise : certains filtres détectent les bordures extérieures, d’autres les bordures intérieures, ou encore des lignes horizontales, verticales ou obliques. Le résultat de chaque nœud s’appelle une carte de caractéristiques, et ces caractéristiques transitent vers la couche suivante, et ainsi de suite.
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Tout comme le cortex visuel humain, vous pouvez voir que la première couche du réseau est équivalente à IT, où l’on peut reconnaître des objets complets, comme des visages par exemple. Plus on avance dans les couches du réseau, plus l’information devient abstraite. Les couches les plus profondes du réseau ressemblent à la zone V1 chez l’humain, où l’on retrouve des informations sur les bordures, les contrastes, les lignes, et d’autres caractéristiques abstraites.
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L’objectif initial de mon travail était de développer un modèle capable de détecter les éléments de platine. Pour atteindre ce but, j’ai opté pour une approche de segmentation d’instance pour être capable de détecter individuellement chaque éléments de platine pour cela j’ai utilisé un modèle nommer Detectron2. L'architecture de Detectron2, illustrée ici, est composée de plusieurs modules organisés en deux étapes principales. Tout d'abord, l'image d'entrée passe par un backbone (ResNeXt-101) qui extrait des caractéristiques à différents niveaux de profondeur (C2, C3, C4, C5). Ensuite, ces caractéristiques sont traitées par le module FPN (Feature Pyramid Network), qui produit des cartes de caractéristiques à plusieurs résolutions (P2 à P6) pour capturer des détails à différentes échelles. Les couches P2 et P3 se concentrent sur les objets de petite taille, tandis que P5 et P6 détectent les objets plus grands. Dans la première étape, un RPN (Region Proposal Network) utilise ces cartes de caractéristiques pour générer des propositions de régions d'intérêt (ROI) en produisant une classification binaire (détection d'objet ou arrière-plan) et des ajustements de boîtes englobantes. En Stage 2, les ROIs sont traités par le module Mask R-CNN qui génère des prédictions pour chaque région proposée en produisant des classes, des boîtes englobantes et des masques pour la segmentation finale. Le réseau de sortie permet ainsi de classifier, localiser et segmenter précisément les objets détectés.
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Après avoir entraîné le modèle sur notre base d’apprentissage, il faut le tester sur la base de test. Le résultat de l’inférence du modèle ressemble à ceci : les éléments de platine sont détectés avec un code couleur. Les objets en vert correspondent à ceux pour lesquels le modèle est sûr à plus de 70 % qu’il s’agit bien des objets qu’on souhaite détecter. En rouge, le modèle est moins sûr. Nous avons fixé un seuil et supprimé les détections en dessous de 30 %, en les considérant comme des faux positifs qu’il ne fallait pas garder.
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Maintenant que les éléments de platine sont détectés, on peut calculer des statistiques, comme la fréquence des éléments de platine en fonction de la surface des particules détectées, ainsi que le diamètre moyen des nanoparticules, des clusters, ou encore des atomes isolés.

Slide 10

Au vu de la manière dont les annotations de nos images ont été réalisées, le modèle a bien appris à ne pas détecter d’objets dans les zones épaisses, qui apparaissent comme des régions très blanches sur l’image. Cette absence de détection s’explique par le fait que nous avons estimé que les atomes isolés (≤ 0,2 nm) ne peuvent pas être repérés dans ces zones, contrairement aux nanoparticules (> 0,5 nm) qui restent visibles, ce qui peut introduire un biais dans le comptage. Cependant, certains éléments situés aux bords de ces zones épaisses continuent d’être identifiés par le modèle. Pour cela, nous avons calculé la différence entre la valeur moyenne des pixels de l’objet et celle de ses voisins proches. Les objets présentant une différence proche de zéro sont difficilement distinguables du fond et peuvent être considérés comme des faux positifs.
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Voici une représentation plus complète de la différence de valeur entre l’objet et le fond sur l’ensemble des images de test. On retrouve les différentes classes d’objets : les objets dont la valeur est inférieure à 0,2 correspondent aux atomes isolés, ceux compris entre 0,2 et 0,5 sont des clusters, et ceux dont la valeur dépasse 0,5 sont classés comme des nanoparticules. On peut même attribuer des sous-classes : par exemple, parmi les atomes isolés, ceux dont la différence d’intensité par rapport au fond est supérieure à 10 pourraient correspondre à des atomes isolés superposés, ce qui les rend plus brillants et plus facilement distinguables du fond, comparé à ceux dont la différence est inférieure à 10.
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Passons maintenant au deuxième projet sur lequel j’ai travaillé. L’objectif était de développer un modèle capable de détecter automatiquement les feuillets déposés sur un support de catalyseur de type alumine. Le nombre de feuillets par paquet, ainsi que leur longueur, sont des caractéristiques importantes liées à l’activité catalytique. Le but était donc de pouvoir compter le nombre de feuillets par empilement et d’estimer la longueur de chaque empilement.
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Base de données
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Cependant, il n’était pas possible d’utiliser le modèle Detectron2 ou tout autre modèle de segmentation classique pour ce projet, car plusieurs défis se présentaient. Tout d’abord, il y avait trop de bruit dans les images, et les feuillets pouvaient être coupés et considérés comme deux éléments distincts alors qu’ils devraient être comptabilisés comme un seul. De plus, les feuillets pouvaient apparaître sous plusieurs orientations, ce qui rendait les modèles de segmentation d’instance, commeDetectron2, inadaptés, car ils ne sont pas invariants à la rotation. Pour résoudre ces problèmes, j’ai opté pour l’utilisation du modèle mmrotate, qui propose des architectures invariantes à la rotation.
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La principale différence entre MMRotate et les modèles de détection d’objets classiques réside dans sa capacité à prendre en compte l’orientation des objets. Contrairement aux approches traditionnelles qui prédisent des boîtes rectangulaires alignées aux axes, MMRotate permet de générer des boîtes englobantes orientées, mieux adaptées aux objets inclinés ou disposés dans des directions variées.
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Après avoir effectué l'entraînement du modèle et réalisé des tests sur une image, on observe que le modèle génère majoritairement des boîtes englobantes pour chaque empilement de feuillets. Pour rappel, l’objectif est d’estimer la longueur des empilements ainsi que le nombre de feuillets par empilement. Concernant la longueur, nous avons choisi d’utiliser la diagonale de la boîte englobante comme approximation de la longueur du plus grand feuillet dans chaque empilement.
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Concernant la détection du nombre de feuillets par empilement, un autre type de modèle a été utilisé : un modèle de régression XGBoost. Ce modèle prend en entrée des caractéristiques sous forme de valeurs numériques et cherche à trouver des corrélations entre ces différentes données pour générer en sortie une prédiction sous forme d’un nombre entier, ce qui correspond bien à notre objectif. Pour cela, différentes caractéristiques ont été calculées pour chaque boîte englobante détectée, telles que la forme et les contours (HOG), les points clés distinctifs (ORB), la texture globale (GLCM), la texture locale (LBP), ainsi que la distribution des intensités (histogramme). Ces données ont été fournies au modèle de régression. Cependant, j’ai constaté que cette approche, bien que fonctionnelle, manquait de robustesse à cause du bruit important présent dans les images, ce qui compliquait la tâche. Pour y remédier, j’ai eu l’idée d’associer à ces caractéristiques classiques des caractéristiques extraites par un modèle CNN DenseNet, qui capture des relations plus détaillées et abstraites dans l’image. En combinant ces deux types de caractéristiques et en les fournissant au modèle de régression, nous avons obtenu un modèle beaucoup plus robuste. Comme vous pouvez le voir, pour une image d’entrée, le nombre de feuillets prédit est affiché dans le titre de l’image.
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Tout ce processus réalisé nous permet de détecter la localisation des groupes de feuillets, d’estimer le nombre total de feuillets dans l’image, ainsi que la longueur des empilements et le nombre de feuillets par empilement.
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Vincent, le coq du R52, a souhaité pouvoir identifier les pics présents dans les chromatogrammes et attribuer à chacun le nom du composant correspondant.
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En termes de données, j'avais à ma disposition 320 chromatogrammes, chacun composé de plus de 45 000 points. Nous avons divisé chaque chromatogramme en 45 segments de 1 000 points, ce qui donne un total de 14 400 segments. Pour l'entraînement du modèle, chaque segment de 1 000 points est associé à un label du même format : nous avons attribué la valeur 1 aux positions correspondant à un pic, et 0 sinon.
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Concernant le modèle utilisé pour ce projet, on m’a proposé d’utiliser celui développé par Florent Haffner. Cependant, ce modèle est de type régression : il prend en entrée une série de points, mais ne prédit en sortie qu’un seul nombre. Pour répondre à notre besoin — obtenir une sortie de 1 000 points à partir de 1 000 points en entrée — il a donc fallu modifier l’architecture IPA. L’ajout d’une couche BiLSTM a permis de mieux capturer les relations temporelles sur des signaux longs, tout en produisant une sortie de même longueur que l’entrée. Chaque point prédit en sortie indique alors s’il correspond à un pic ou non.
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En termes de précision, le modèle donne de bons résultats. Vous pouvez voir ici un extrait de segment : à gauche, la vérité terrain, et à droite, la prédiction faite par le modèle. L’image correspondante montre clairement les différents pics détectés pour ce segment.
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Une image peut être considérée comme un ensemble de valeurs de pixels, où chaque pixel représente une intensité. On peut donc la voir comme un nuage de points formé par ces valeurs. Le fonctionnement de K-Means repose sur ce principe : si l'on souhaite diviser nos données en 5 groupes (ou clusters), l’algorithme commence par choisir aléatoirement 5 points appelés centroïdes initiaux, qui représentent les centres temporaires des clusters. Ensuite, chaque point est affecté au centroïde le plus proche. Une fois cette assignation faite, on recalcule les centroïdes en prenant la moyenne des points de chaque groupe. Ces deux dernières étapes (assignation et recalcul) sont répétées jusqu’à convergence, c’est-à-dire lorsque les centroïdes ne changent plus ou très peu.

Slide 24

Pour ce type de grandissement, je n'avais à ma disposition que 12 images. Entraîner un modèle supervisé sur seulement 12 images, c’est, on peut le dire, perdu d’avance. Pour pallier ce problème, chaque image a été divisée en 4 parties, ce qui nous donne un total de 48 images. Pour augmenter encore la quantité de données, des transformations ont été appliquées : des changements de luminosité ainsi que des rotations à 90 et 180 degrés. Cela nous a permis d’obtenir un ensemble de 240 images pour entraîner notre modèle.
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Le modèle choisi pour ce projet est le même que celui utilisé pour les éléments de platine, à savoir Detectron2. On peut dire que le modèle parvient globalement à bien détecter les différentes zones denses et creuses dans les images.

Conclusion

Pour conclure, concernant la détection des éléments de platine dans les images STEM-HAADF, comme pour la plupart des projets sur lesquels j’ai travaillé, nous ne disposions pas d’annotations très fiables. C’est pourquoi une vérification visuelle a été effectuée, et on peut dire que les inférences du modèle sont logiques et cohérentes : il ne génère pas d’hallucinations, en tout cas. Il serait intéressant de pouvoir intégrer ce modèle dans une interface web afin de le rendre plus facilement testable et utilisable, s’il s’avère robuste. Pour la détection des feuillets, j’ai donné accès au modèle à xxx afin qu’elle puisse le tester, lorsqu’elle aura le temps, sur des images dont le comptage a été fait manuellement, dans le but de valider ou non les résultats obtenus. Concernant la détection automatique des pics et leur classification dans les chromatogrammes GC, le modèle détecte bien les pics ; il reste à finaliser l’attribution des noms des composants aux pics. Certaines données manquaient et xxx était en congé, nous avons donc décidé de basculer vers le projet xxx, mais il serait important de pouvoir finaliser ce travail. Dans le cadre du projet xxx, la détection des différentes zones dans des images au grandissement 250 est en bonne voie. Pour les perspectives futures, il serait pertinent de faire valider les annotations des différentes zones par des experts afin de s’assurer que le modèle apprend sur des données correctes, puis de commencer à annoter les images 15kx pour entraîner le modèle à détecter les cristaux.
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